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Abstract

This Closeout Report documents the outcome of a SAO-led ALMA Development Study of a next
generation combined correlator and VLBI phased array to take greater advantage of fundamental
scientific capabilities, such as sensitivity, resolution and flexibility. ALMA already represents a
huge advance in collecting area and frequency coverage making it the dominant instrument for
high frequency radio astronomy. We have studied processing architectures that maximize band-
width, and thus sensitivity, allow flexible ultra high resolution spectral processing, and supports
other operational modes, such as VLBI. The ALMA Science Advisory Committee (ASAC) studies
Pathways to Developing ALMA and A Road Map for Developing ALMA (both referenced as Bo-
latto et al., 2015) comprehensively describe the community view of ALMA upgrades and their key
science impact.

The methodology of the Study was to examine a variety of technologies, algorithms, balancing
costs and timelines against potential benefits. The scientific impact for the proposed study derives
from several key new areas of enhanced capability. The Study is divided into eight technical work
packages. This Outcomes Report gives a concise summary of each, and eight detailed appendices
are provided. A top-level conceptual framing of the full installation, including specifications and
rough equipment costing and schedule, is presented as Phase III of three suggested design phases.
Phase I is this Study, now complete.




Summary

 Our international team have developed a ultra-wideband correlator/phased array
design concept, using proven high performance packetized FX technology

« It leverages remarkable recent industry advances in high performance computing and
high speed data communications, for a full COTS solution, at modest cost and power

« It 1s a powerful, flexible and transformative upgrade to BW (4X), resolution, phased
array, 4-bit math for 99% efficiency: & supports the full ALMA2030 science vision

* The concept has a number of benefits including:
 Scalable, extensible (e.g. to array feeds), flexible and supports user instruments

* Small, so it can be assembled while present operational system is running

« Siting at OSF? increase uptime, reduce maintenance, easier cooling—and so leveraging
full ALMA investment

 Native phased array, with very low latency in phase-feedback look for efficiency

* 4-bit arithmetic in all modes translates to an effective 22% time savings

* [f started now, we could produce a commissioned system by ~2027
« 8 GHz “BBC” blocks, so 1nitially could support 8 GHz/SB/Pol (16 GHz goal)

» System Design for ngALMA to support this? Antennas, Receivers, ADCs,
DTS, Archive demands, online calibration, are examples of open issues



SWARM: SMA Wideband Astronomical ROACH2 Machine
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A 4-bit correlator 1s more efficient than 2-bit

S10 maser in R-Cas was used to measure the ratio of SWARM/ASIC SNR.
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27.133, 6.48203 - ASTC S10 line 1s red. SWARM line 1s green.
By measurement, SWARM SNR is 11 +/- 3% better

Yields about 70 extra days in a year of operations




SWARM has a native phased array for VLBI/EHT

Phased ALMA to SMA Fringe, 22 Jan 2016
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Science case: please see:

« Opening presentation by Al Wootten, this session

« ALMA Memo 607: http://library.nrao.edu/public/memos/alma/main/memo607.pdf

(section 2.1 and first appendix on requirements)

* A Roadmap for Developing ALMA: https://science.nrao.edu/facilities/alma/alma-dev/

PathwaystoDevelopingALMA .pdf/at download/file

* Pathways to Developing ALMA: https://science.nrao.edu/facilities/alma/

science sustainability/Pathways finalv.pdf

A ROAD MAP FOR
DEVELOPING ALMA

ASAC recommendations for
ALMA 2030

Alberto D. Bolatto (chair), John Carpenter, Simon Casassus, Daisuke
lono, Rob lvison, Kelsey Johnson, Huib van Langevelde, Jesus
Martin-Pintado, Munetake Momose, Raphael Moreno, Kentaro

Motohara, Roberto Neri, Nagayoshi Ohashi, Tomoharu Oka, Rachel

Osten, Richard Plambeck, Eva Schinnerer, Douglas Scott, Leonardo

Testi, & Alwyn Wootten

From the above document, the ASAC recommended focus areas are:
Improvements to the ALMA Archive:enabling gains in usability and
impact for the observatory

Larger bandwidths and better receiver senmsitivity: enabling gains in speed
Longer baselines:enabling qualitatively new science

Increasing wide field mapping speed: enabling efficient mapping

PATHWAYS TO DEVELOPING
ALMA

A document to inform the scientific discussions leading to
the development of a roadmap for improvements in ALMA

ALMA DEVELOPMENT WORKING GROUP REPORT
Alberto Bolatto -- Chair, ASAC

Chair, General Coordination

Stuartt Corder -- Deputy Director, JAO
Reliability & Efficiency lead

Daisuke lono -- EA Project Scientist
Resolution, FOV, and Imaging Quality & Calibration lead

Leonardo Testi -- EU Project Scientist
Sensitivity, Spectral Coverage, and Flexibility lead

Alwyn Wootten -- NA Project Scientist

Simultaneous Frequency Coverage, and Usability lead

Some examples of well-established science use cases for increased
BW, spectral density, phasing.:

x10 increase in spectrally surveyed star forming regions and
extragalactic sources

Higher cosmic volumes for intensity mapping

rapid high-z redshift surveys

time domain observations of GRBs, comets.

efficient VLBI/phasing capability for ultra-high resolution and

pulsar studies


http://library.nrao.edu/public/memos/alma/main/memo607.pdf
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Study structure: 8 Work Packages...

e WP2.1 Scientific requirements & specifications

e WP2.2 Identify DSP F-engine platform

e WP2.3 Determine F-engine architecture given chosen DSP platform
e WP2.4 Identify corner-turn platform

e WP2.5 Identify DSP X-engine platform

e WP2.6 Determine optimal X-engine architecture

e WP2.7 Determine design of VLBI capability
e WP2.8 Staging of new correlator and phased array

....under certain baseline assumptions

. Correlator architecture will be FX.

Future available bandwidth will be 16 GHz per sideband per polarization, or 64 GHz total
usable instantaneous bandwidth, a quadrupling of the current ALMA processed bandwidth.

Even larger bandwidths still can be handled by modular replicatiion

Samplers will remain at the antennas with digital data sent over fiber

Samplers will digitize 8 GHz bandwidth per baseband channel (BBC) at 4-bit resolution
The number of observation modes of the new digital system will be minimized.

A maximum number, 72, antennas will be supported over baselines extending to 300 km.



Assumed Requirements

(We do not presume to set system requirements for ALMA2030. Our study needed goals. Those
we assume are truly transformational.)

Parameter Specification Remarks

# antennas 72 configuration

Max. baseline length 300 km Sets max delay
Instantaneous BW 64 GHz 16 GHz/SB/Pol
Baseband (BBC) BW 8 GHz single ADC block
Finest spectral resolution 0.01 km/s:1 kHz band 1, cold cores
Effective bits 4 99% digital efficiency
Spec. dynamic range 10,000:1 weak lines near strong
Spec. dynamic range 1,000:1 lines on continuum
readout interval 16 ms for x-correlations
reconfiguration time 1.5 seconds agile mode change
VLBI mode phased sum out two subarrays

The combination of these specifications drive output data rates to a
impressive degree, with implications for processing and archive



Three phases of development, Phase I 1s completed Study

Phase II: Bench prototype

(8 antennas, antenna simulator)

S-engine 0| rrea

S-engine 1| rrea

[S-engine 7| Frea

F-engine 0| re-

F-engine 1| e

[F-engine 7| rrea

visibility data out to archive/visualizer )

beam data out to VLBI/pulsar equipement )

(B/X-engine 0
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(B/X-engine 1)
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(B/X-engine 5)
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Phase III: Full deployment
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Phase II: A4 full featured scaled down version of the full design, completely
demonstrates feasibility of concept, details algorithm design and retires risk.
Also used as opportunity to resolve ICDs, timing signal & software interfaces.
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Re BBC BW: SAO 20 GS/s ADC based on Hittite HMCADS5&831LP9BE

(Weintroub and Raffanti, ISSTT, 2015)

FMC HPC DDR3 SODIMM
USB-to-UART Connector (10x GTH) 2x 64-bit each User LEDs

Bifdge Conneotss Funded by SI Competitive Grants Program for Science
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FPGA selected as F-engine Platform

(after comparative analysis including GPU and ASIC tech)
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Example F-engine COTS hardware: VCUI18

Ethernet Port
(10/100/1000 Mb/s Tri-Speed Ethernet) . XCVU9P-LGA2104E
RLDRAMS3 72-bit
) (2 x 36 Components) FMC
2 User LEDs
FMC+
(24 x GTY)

User Clock Input SMAs

SYSMON Header

USB-JTAG Connector
JTAG Header
USB-UART Connector

Samtec FireFly Interface
(4 x GTYs)

Pmod Headers

QSFP28
(4 x GTYs)

PMBus Header

QSFP28
(4 xGTYs)

&3
W 8 VIRTEX
e W.UL.VCULIS _PCIC rimeck 161 U2

BPI Flash User Push Button
Memory Switches
DDR4 80-bit PCle Edge Connector DDR4 80-bit
(5 x16 Components) Gen3 x16, Gen4 x 8 (5 x 16 Components)

Bottom Side of Board (16 x GTYs)

Candidate ALMA F-engine gateware fits Xilinx XCV9P



GPU selected as X-engine platform

(same comparative technology candidates)

XGPU  corceaon * A uniform COTS philosophy:
ted memory sitegy Leveraging industry road maps is
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traded against some other feature

may be possible in future with cuBLAS matrix outer product

100 Gbps Ethernet as corner-turn or transpose




North American
ALMA Science
Center

NORTH AMERICAN ARC
ALMA Regional Center

Development Upgrades of the Atacama Large
Millimeter/submillimeter Array (ALMA)

Project Proposal

Building the Next Generation Digital Correlator and Phased Array for ALMA

PRINCIPAL INVESTIGATOR: JONATHAN WEINTROUB
INSTITUTION: SMITHSONIAN ASTROPHYSICAL OBSERVATORY
ADDRESS: 60 GARDEN STREET MS78, CAMBRIDGE, MA 20138

(TI

n1s Project not funded; source for buildout estimates shown next)



Equipment cost and power consumption estimates

(full deployment)
Quantity Item description P.U. Cost Extended Cost
576 Xilinx VCU118 FPGA Eval. Board $6,995 $4.03M
144 AMTF Server SYS-6028TP $8,595 $1.23M
48 Trenton Systems Tegra GPU Server $18,200 $0.873M
54  Arista DCS-7060CX-32S-F $14,998 $0.809M
1728 Network Cables CAB-Q-Q-100G-5m $450 $0.778M

Major components total cost ~$8M

Quantity Item description power p.u. (kW) total power (kW)
576 Xilinx VCU118 FPGA Eval. Board 0.12 69

144  AMTF Server SYS-6028TP 0.1 14.4

48 Trenton Systems Tegra GPU Server 0.375 18

54  Arista DCS-7060CX-32S5-F 0.15 8

Equipment power consumption ~110 kW (present correlator ~140kW)
(however this machine enables 4x BW, ultra-fine-resolution, and other features)

» Cost estimate of major equipment components only, labor, shipping and travel, documentation,
other costs excluded

* Power estimate excludes cooling, we have looked into siting the machine at OSF



Phase III: Tentative build-out schedule (prereq.: funded Project)

Task Name

D 12022 | 2023 2024 2025 | 2026 2027 13
qrs qui1laow2 | qws | ara | ar1 |l ar2 | ar3 | ars | Qe aw2 | aws [ ar4 lar1lar2| ar3 | ars  awilawr2 | Qw3 | awa | a1l ar2 | a3 | a4 |
1 |Start of Project ¢ Start of Project
2 1.0 Proj. Mgmt & Sys. Eng.
3 1.1 Project Oversight 1.1 Project Oversight
4 1.2 Major Reviews
5 Evaluate Development Project outcome Evaluate Development Project outcome
6 Concept review ¢ Concept review
7 Preliminary Design Review | Preliminary Design Review
8 Critical Design Review 1| Critical Design Review
9 Assembly, Integration and Verification Assembly, Integration and Verification
10 1.3 Documentation and Reporting I 1 1.3 Documentation and Reporting
1 Implementation Plan Implementation Plan
12 Specifications Specifications
13 Hardware design documentation Hardware design documentation
14 Software design documentation Software design documentation
15 Interface Control Documents (ICDs) Interface Control Documents (ICDs)
16 Technical manuals and procedures Technical manuals and procedures
17 Quality Assurance procedures Quality Assurance procedures
18 Safety procedures Safety procedures
19 Closeout Report Closeout Report
20 2.0 Hardware development w7 1
21 Derive specifications Derive specifications
22 Finalize procurement specifications Finalize procurement specifications
23 Prepare procurement plan Prepare procurement plan
24 Procure hardware Procure hardware
25 3.0 Software development s ———————————— ]
26 Derive specifications Derive specifications
27 Update specifications Update specifications
28 Design software Design software
29 Code software Code software
30 4.0 Firmware development —  m
31 Derive specifications Derive specifications
32 Update specifications Update specifications
33 Design FPGA firmware Design FPGA firmware
34 Develop FPGA firmware Develop FPGA firmware
35 | 5.0 Laboratory testing i
36 Assemble Laboratory Test System Assemble Laboratory Test System
37 Laboratory Tests Laboratory Tests
38 6.0 Deployment and Commissioning e 1
39 Ship hardware to ALMA Ship hardware to ALMA
40 Install hardware at ALMA Install hardware at ALMA
41 Initial testing Initial testing
42 Science commissioning Science commissioning
43 |End of Project ¢ End of Project

Page 1




Questions?

THE ERY ARGE TELESCOPE
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THE OVERWHELMINGLY (ARGE TELESQOPE |
THE OPPRESSIVELY CoL0SSAL TELESCOPE
THE MIND-NUMBINGLY VAST TELESCOPE
THE DESPAIR TELESCOPE. |

THE CATRCLYSMIC TELESCOPE

THE TELESCOPE OF DEVASTATION

THE NIGHTMARE  SCOPE

THE INFNITE TELESCOPE

THE FINAL TELESCOPE
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http://xkcd.com

Supplementary material

Some next steps: We want to proceed with prototyping DSP platforms (currently in progress for wSMA and EHT)
We to continue discussions with ALMA and study group growing to address system engineering challenges for ALMA
Since the correlator/phased array touches all ALMA systems, it is the thing to get right and make the most versatile.


http://xkcd.com

ALMA antenna emulator

Brent Carlson
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ALMA antenna emulator

Brent Carlson
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A 10 GSa/s single core CASPER ADC from ASIAA

based on Adsantec ANST7120A-KMA
Jiang, Yu & Guzzino (2016)

Homin Jiang, ASIAA, with 10 Gsps ADC, yesterday

e
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1
0 1000 2000 3000 4000
Frequency(MHz)

Analog frequency response 0 to 5 GHz



